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system of the Ministry of Science and Higher Education is about 375. In this number the
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including the self citations).
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authors. The latest results of the research were presented in unpublished yet articles
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5.1 Summary of the main results contained in the listed articles

The most important scienti�c achievements presented in the articles deal with methods of
obtaining optimal partition of a measurable space {X ,B} according to given nonatomic
measures {µi}ni=1. Di�erent kinds of optimality notions are considered. Below I present
summaries of the main results of each paper.
Paper [H1] deals with a constructive method of e�ecting a range of a two-dimensional
nonatomic vector measure. The authors showed how to obtain a function which describes
the boundary of the convex and compact range of a vector measure de�ned by given den-
sity functions. According to my knowledge it is the �rst result concerning construction
of a range of vector measure for arbitrary density functions. This construction can be
applied in theory of fair division for obtaining di�erent kinds of divisions. There are some
examples presented in this paper illustrating the construction and its applications.
Paper [H2] presents an algorithm for �nding �almost� optimal partitions of the unit in-
terval [0, 1) according to given nonatomic measures {µi}ni=1. This algorithm is based on
approximation of measurable density functions by simple functions. The optimal parti-
tion for measures de�ned by simple functions is obtained by linear programming method.
The authors used this method to give lower and upper bounds for the optimal value of
optimal partitioning. An example for three players illustrating this method is also pre-
sented. Discussion of the number of cuts needed for �nding the optimal partitions is
given.
Paper [H3] presents a nonlinear programming method for �nding an optimal fair di-
vision of the unit interval [0, 1) among n players which preferences are described by
nonatomic probability measures {µi}ni=1 de�ned by piecewise linear (PWL) density func-
tions. Presented algorithm can be applied for obtaining "almost" optimal fair divisions
for measures with arbitrary density functions approximable by PWL functions. The num-
ber of cuts of [0, 1) needed for obtaining such divisions is given.
Paper [H4] considers some properties of a range of a nonatomic vector measure {µi}ni=1
de�ned on measurable subsets B of the unit interval [0, 1]. Denote by U(k) a collection
of all sets being a union of at most k pairwise disjoint subintervals of [0, 1]. The author
showed that if A ∈ U(k) then the line segment connecting the origin point (0, ..., 0) ∈ Rn

and the point µ(A) is contained in µ(U(n + k − 1)). Moreover, it is proved that if
B,C ∈ U(k) then the line segment connecting the points µ(B) and µ(C) is a subset of
µ(U(2n+ 4k− 3)). This result is used for showing yet another proof of the famous Lya-
punov convexity theorem. The paper deals also with a discussion of the two-dimensional
case for speci�c vector measures and gives some interesting conclusions.
Paper [H5] presents a nonlinear programming method for �nding an equitable optimal
fair division of the unit interval [0, 1) among n players. Players preferences are described
by nonatomic probability measures {µi}ni=1 with density functions having piecewise strict
monotone likelihood ratio (SMLR) property. For example, this property is satis�ed by
polynomial functions of positive degree. The presented algorithm can be used to obtain
also an equitable ε-optimal fair division in case of measures with arbitrary di�erentiable
density functions. An example of an equitable optimal fair division for three players is
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given.
Paper [H6] presents an algorithm of obtaining an approximate solution of an exact
division problem of partitioning of the unit interval [0, 1]. By an exact division is meant
a partition P = {Ai}ni=1 such that µi(Aj) = 1/n for all i, j = 1, ..., n and ∪iAi = [0, 1].
This partition is optimal in the sense of fair division theory. It is proportional, envy-free
and equitable at the same time. An iterative procedure based on a theorem due to Alon
[1] is presented. An example of implementing this algorithm is given.
Paper [H7] was published in proceedings of a conference indexed by Web of Science. It
deals with applications of optimal partitioning of a measurable space to decision theory.
The authors considered two-dimensional case of identifying an unknown distribution of a
random variable and they also presented an example of �nding a minimax decision rule
for some distribution de�ned on the unit square.

5.2 Introduction

5.2.1 De�nition of α-optimal partitions

First we present de�nitions, theorems and motivation for the development of the fair
division theory.
Let {µi}ni=1 , (n > 1), denote nonatomic probability measures de�ned on a measurable

space {X ,B}. By a partition P = {Ai}ni=1 of this space we mean a collection of B-
measurable pairwise disjoint subsets A1, . . . , An of X whose union is equal to X . Let P
stand for the set of all measurable partitions P = {Ai}ni=1 of X . Denote by

Sn = {s = (s1, . . . , sn) ∈ Rn, si > 0, i ∈ I,

n∑
i=1

si = 1},

the (n− 1)-dimensional open simplex and let Sn be the closure of Sn in Rn.
Let α = (α1, . . . , αn) ∈ Sn and I := {1, ..., n}.

De�nition 5.1. A partition P ∗ = {A∗
i}

n
i=1 ∈ P is said to be α-optimal if

vα(
→
µ) := min

i∈I

[
µi(A

∗
i )

αi

]
= sup

P∈P
min
i∈I

[
µi(Ai)

αi

]
, (5.1)

where the number vα(
→
µ) denotes the best achievable value for the vector measure

→
µ= (µ1, . . . , µn) of partitioning of X proportional to coordinates of the vector α =
(α1, . . . , αn) ∈ Sn.

The number vα(
→
µ) (or vα in short) we call the α-optimal value for the problem of

α-optimal partitioning of a measurable space.

De�nition 5.2. A partition P = {Ai}ni=1 ∈ P is called an equitable optimal (or optimal
in short) if it is α-optimal for α = (1/n, 1/n, . . . , 1/n) ∈ Sn.
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The number v := vα(
→
µ)/n is said to be optimal value for equitable optimal partitioning,

i.e. for α-optimal partitioning of a measurable space, where
α = (1/n, 1/n, . . . , 1/n) ∈ Sn. The existence of α-optimal partitions follows from the
theorem of Dvoretzky et al. [18]:

Theorem 5.3. If {µi}ni=1 are nonatomic �nite measures de�ned on the measurable space

{X ,B} then the range
→
µ (P) of the mapping

→
µ: P → Rn de�ned by

→
µ (P ) = (µ1(A1), . . . , µn(An)) , P = {Ai}ni=1 ∈ P,

is convex and compact in Rn.

5.2.2 A general form of α-optimal partitions

A general form of the α-optimal partition could be helpful in some cases for �nding
constructive methods of optimal partitioning of a measurable space. We can assume
that all nonatomic measures {µi}ni=1 are absolutely continuous with respect to the same
measure ν (e.g. ν =

∑n
i=1 µi). Denote by fi = dµi/dν the Radon-Nikodym derivatives,

i.e.

µi(A) =

∫
A

fi dν, forA ∈ B and i ∈ I.

For α = (α1, . . . , αn) ∈ Sn, p = (p1, ..., pn) ∈ Sn and i ∈ I, de�ne the following
measurable sets:

Bi(p) =
n∩

j=1,j ̸=i

{
x ∈ X : piα

−1
i fi(x) > pjα

−1
j fj(x)

}
,

Ci(p) =
n∩

j=1

{
x ∈ X : piα

−1
i fi(x) ≥ pjα

−1
j fj(x)

}
Legut and Wilczy«ski [33] using a minmax theorem of Sion (cf. [2]) proved the following:

Theorem 5.4. For any α ∈ Sn there exists a point p∗ ∈ Sn and a corresponding
α-optimal partition P ∗ = {A∗

i}
n
i=1 satisfying

(i) Bi(p
∗) ⊂ A∗

i ⊂ Ci(p
∗),

(ii) vα(
→
µ) =

µ1(A
∗
1)

α1
=

µ2(A
∗
2)

α2
= . . . =

µn(A
∗
n)

αn
Moreover, any partition P ∗ = {A∗

i}
n
i=1 which satis�es (i) and (ii) is α-optimal.

Legut and Wilczynski [33] proved that

vα(
→
µ) = max

{
t ≥ 1 : t(α1, . . . , αn) ∈

→
µ (P)

}
.

The above theorem gives a general form of α-optimal partition but unfortunately in
general case of the densities fi, i ∈ I, �nding the numbers p∗1, ..., p

∗
n is not easy.
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5.2.3 Applications of α-optimal partitioning of a measureable space

Applications in the theory of fair division
The problem of α-optimal partitioning of a measurable space (X ,B) can be viewed as

a problem of fair division of an object X (e.g. a cake). Suppose a group I = {1, ..., n}
of numbered players are interested in fair division of a cake in such way, that each of
them receives at least 1/nth value of the cake according to his own estimation. Here each
measure µi, i ∈ I, represents the individual evaluation of sets for the i-th player. In the
literature of the fair division theory several notions of fair divisions P = {Ai}ni=1 ∈ P
are discussed.

De�nition 5.5. A partition P = {Ai}ni=1 ∈ P is called

1. a proportional division if µi(Ai) ≥ 1/n for all i ∈ I,

2. an envy-free division if µi(Ai) ≥ µi(Aj) for all i, j ∈ I,

3. an exact division if µi(Aj) = 1/n for all i, j ∈ I,

4. an equitable division if µi(Ai) = µj(Aj) for all i, j ∈ I.

The problem of fair division has been considered in many variants depending on the
nature of goods to be divided and the fairness criteria. Di�erent kinds of the players
preferences and other criteria for evaluating the quality of the division has been analysed
by various authors. The following three main directions are developed in the literature
of the fair division theory:

• proving the existence of a partition of X satisfying given criteria (see e.g. Dubins
and Spanier [16], Legut and Wilczy«ski [33, 34], Sagara [45], Weller [54]),

• providing procedures or algorithms for obtaining a fair divisions and applications
of them to real-life situations (see e.g. Brams and Taylor [5, 6], Brams, Taylor and
Zwicker [7, 8], Woodall [55]).

• giving the best possible estimation for the optimal value v and also α-optimal value

vα(
→
µ) and �nding algorithms for obtaining α-optimal partitions (see Dall'Aglio and

i Luca [15, 14], Dall'Aglio et al [H1], Hill et al [19], Legut [28], [H3], [H5])

Legut [29, 30] considered a problem of dividing a cake fairly among countably in�nitely
many players and proposed also a fair division model for continuum of players.
The results of the fair division theory can be applied in economics in the exchange and
allocation of a heterogeneous commodities (cf. [31, 32, 40, 46]).
There are known many algorithms of obtaining proportional partitions (cf. [6]). A simple
and well-known method for realizing the proportional division for two players is "for one
to cut, the other to choose". Steinhaus in 1944 asked whether a fair procedure could be
found for dividing a cake among n agents for n > 2. He found a solution for n = 3 and
Banach and Knaster (cf. [26], [50], [51], [52]) showed that the solution for n = 2 can be
extended to arbitrary n. Their result was modi�ed by Dubins and Spanier [16]. In turn
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Fink [20] gave an algorithm in which the number of players may be unknown. Brams
and Taylor [5] found an interesting method of getting an envy free partition for which
nobody would be better o� with someone else,s piece of cake.
The problem of the proportional fair division can be generalized if we assume that

players do not have the same position in the game, but they have to divide the cake
according to the individual shares α1, α2, . . . , αn, where

∑
i∈I αi = 1. In this case a par-

tition P = {Ai}ni=1 is α−fair, if µi(Ai) ≥ αi for all i ∈ I. Each player is interested
in getting the biggest possible piece of cake according to his own evaluation. It means

that we need to �nd the α-optimal value vα(
→
µ) de�ned by (5.1) and e�ective methods

of �nding α-optimal partitions. The �rst estimation of the optimal value v was given by
Elton et al. [19] and then Legut [28] generalized their result and gave better estimation

for the α-optimal value vα(
→
µ). An interesting algorithm for �nding the bounds for the α-

optimal value was found by Dall'Aglio and Luca [15]. In the literature of the fair division
�eld there are known only few results concerning e�ective methods of �nding optimal
partitions. For example Dall'Aglio and Luca [14] found an algorithm for computing ap-
proximately optimal partition by construction of some maximin allocation in games of
fair division. Most of the known methods of obtaining the optimal partitions were found
by the author of this dissertation.

Applications for identifying an unknown distribution of a random variable
The problem of optimal partitioning of a measurable space {X ,B} is also considered in

the classi�cation problem (cf. [21, 24],[H7]). Suppose we are given a continuous random
variable X having one of the known distribution described by density functions
fi : [0, 1] → R+ i ∈ I . We don't know which is the true distribution of X. We consider
a classi�cation problem (cf. [21]) in which after one observation of X(ω) (realisation of
the random variable X) we are to decide which is the true distribution of X.

De�nition 5.6. A partition P = {Ai}ni=1 ∈ P is called a decision rule if in case of
X(ω) ∈ Ai, we guess that X has density function fi, i ∈ I.

Our objective is to minimize the largest probability of misclassi�cation

max
i∈I

P(X /∈ Ai| distX = fi),

over all measurable partitions P = {Ai}ni=1 ∈ P . Denote by

R = inf

{
max
i∈I

P(X /∈ Ai| distX = fi) : {Ai}ni=1 ∈ P

}
,

a minimal possible risk of misclassi�cation. We obtain (cf. [24],[H7])

R = inf

{
max
i∈I

(1− µi(Ai)) : {Ai}ni=1 ∈ P

}
= 1− sup

{
min
i∈I

µi(Ai) : {Ai}ni=1 ∈ P

}
.

De�nition 5.7. A partition P ∗ = {A∗
i}

n
i=1 ∈ P is said to be a minimax decision rule if

R = 1−min
i∈I

µi(A
∗
i ).
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It is easy to see that the minimax decision rule P ∗ = {A∗
i}

n
i=1 ∈ P de�ned above is

at the same time the equitable optimal partition in the sense of De�nition 5.2.

5.3 Methods of optimal partitioning of the unit interval among

two players

In this section we present a method of �nding the α-optimal value vα(µ⃗) and α-optimal
partitions for two-dimensional case using some properties of the range of a vector mea-
sure µ⃗ = (µ1, µ2). For P = {Ai}2i=1 ∈ P (cf. Theorem 5.3 ) we denote µ⃗(P ) =
(µ1(A1), µ2(A2)) and for A ∈ B we denote µ⃗(A) = (µ1(A), µ2(A)).
We need a method of obtaining the range µ⃗(P) with properties described in Theorem
5.3. It follows from the famous Lyapunov [39] convexity theorem that for two nonatomic

measures {µi}2i=1 the range

µ⃗(B) = {(µ1(A), µ2(A)) ∈ [0, 1]2 : A ∈ B}

of a vector measure µ⃗ = (µ1, µ2) is compact and convex. The set µ⃗(P) is a symmetric
transformation of the set µ⃗(B) with respect to the line x = 1

2 , i.e.

µ⃗(P) =
{
(x, y) ∈ [0, 1]2 : (1− x, y) ∈ µ⃗(B)

}
. (5.2)

Now we show how to �nd a nondecreasing function G : [0, 1] → [0, 1] describing the
boundary of the set µ⃗(P) as follows

µ⃗(P) =
{
(x, y) ∈ [0, 1]2 : 1−G(x) ≤ y ≤ G(1− x)

}
. (5.3)

It follows from the compactness of the range µ⃗(B) that for any t ∈ [0, 1] there exists a
set D(t) ∈ B such that

µ2(D(t)) = max{µ2(A) : µ1(A) = t, A ∈ B}.

We denote by X1 and X2 random variables, de�ned on some probability space (Ω,F ,P),
which are distributed according to f1 and f2, respectively. Without loss of generality we
consider open interval (0, 1) instead of [0, 1]. The corresponding distribution functions
we denote by F1 and F2. Let IA denote the indicator function of a set A ∈ B. Legut
and Wilczy«ski [H1] used the Neyman-Pearson lemma (cf. [38]) to �nd the function G
describing the set µ⃗(P) and presented these methods in the following:

Proposition 5.8. Assume that {x : f2(x) > 0} ⊂ {x : f1(x) > 0} = (0, 1) and denote
r(x) = (f2(x)/f1(x)) I{f1(x)>0}, x ∈ (0, 1). Then the following statements hold:

1. If the ratio r(x) is decreasing in x on (0, 1), then D(x) =
(
0, F −1

1 (x)
)
and hence

G(x) = F2(F
−1
1 (x)).

2. If the ratio r(x) is increasing in x on (0, 1), then D(x) =
(
F −1
1 (1− x), 1

)
and hence

G(x) = 1− F2(F
−1
1 (1− x)).
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3. If the ratio r(x) is symmetric about x0 = 1/2 and decreasing in x on (0, 1/2), then
D(x) =

(
0, F −1

1 (x/2)
)
∪
(
F −1
1 (1− x/2), 1

)
and hence

G(x) = F2

(
F −1
1 (x/2)

)
+ 1− F2

(
F −1
1 (1− x/2)

)
.

4. If the ratio r(x) is symmetric about x0 = 1/2 and increasing in x on (0, 1/2), then
D(x) =

(
F −1
1

(
1−x
2

)
, F −1

1

(
1+x
2

))
and hence G(x) = F2

(
F −1
1 (1+x

2 )
)
−F2

(
F −1
1 (1−x

2 )
)
.

Legut and Wilczy«ski [H1] found a method of obtaining the functionG for more general
densities f1, f2. We use the symbol R(f1, f2) instead of µ⃗(B):

R(f1, f2) =

{(∫
A

f1 dt,

∫
A

f2 dt

)
: A ∈ B

}
.

Legut and Wilczy«ski [H1] showed that for any Lebesgue densities f1, f2 on {(0, 1),B}
there exist Lebesgue densities f ∗

1 , f
∗
2 on {(0, 1),B} such that:

1. f ∗
1 is the density of the uniform distribution on (0, 1),

2. f ∗
2 is nonincreasing in x on (0, 1),

3. R(f1, f2) = R(f ∗
1 , f

∗
2 ).

De�ne the following function H : R → [0, 1] by

H(y) = P (f2(X1) > yf1(X1)) = µ1({x : f2(x) > yf1(x)})

=

∫
{x : f2(x)>yf1(x)}

f1(x) dx. (5.4)

Throughout the rest of this section we denote by f ∗
1 the uniform density on (0, 1), i.e. we

set f ∗
1 (x) = I(0,1)(x), x ∈ R. We use the symbol f ∗

2 for any Lebesgue probability density
function on (R,BR), which satis�es

f ∗
2 (x) = H

−1
(x) for all x ∈ (0, 1),

where function H
−1

is de�ned by

H
−1
(x) = inf{y ≥ 0 : H(y) ≤ x } for all 0 < x < 1. (5.5)

Legut and Wilczy«ski [H1] proved the following:

Theorem 5.9. Let f1, f2 be �xed probability Lebesgue densities on {(0, 1),B} and let f ∗
1

and f ∗
2 be the corresponding probability Lebesgue densities de�ned above. Then R(f1, f2) =

R(f ∗
1 , f

∗
2 ). Moreover,

R(f ∗
1 , f

∗
2 ) =

{
(x, y) ∈ R2 : 0 ≤ x ≤ 1, 1−G(1− x) ≤ y ≤ G(x)

}
,

where the function G : [0, 1] → [0, 1] has the form

G(x) =

∫
{t:f1(t)=0}

f2(t) dt+

∫ x

0

f ∗
2 (t) dt for all x ∈ [0, 1]. (5.6)
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The above theorem can be used to obtain the range µ⃗(P) by determining its boundaries
(5.3), where the function G is given by (5.6). Legut and Wilczy«ski [H1] used Theorem
5.9 to obtain α-optimal value and α-optimal partitions in two-dimensional case. They
proved the following:

Theorem 5.10. Let µ1, µ2 be probability measures on {(0, 1),B} with Lebesgue densities

f1, f2 and let α = (α1, α2) ∈ S2. Then vα =
xα
α1

, where xα is the root of the equation

α2

α1
x = G(1 − x). Moreover, the α-optimal partition has the form {X \ Aα

2 , A
α
2}, where

Aα
2 is any set of µ1 measure 1− xα, which satis�es

{x : f2(x) > yαf1(x)} ⊂ Aα
2 ⊂ {x : f2(x) ≥ yαf1(x)}, (5.7)

with yα = H
−1
(1− xα).

The following example illustrates an application of the above theorem.

Example 5.11. Consider two densities f1, f2, where f1 is the uniform density on (0, 1)
and the density f2 is given by

f2(x) = I(0, 12 )(x)(−8x(x− 1)) + I[12 ,1)(x)8(x− 1)2.

Using Theorem 5.9 we obtain the function G (see (5.6)):

G(x) = x+
1

6
(1− 4(x− 1)x)3/2 − 1

6
, (5.8)

describing the boundary of the set µ⃗(P) by (5.3). We �nd the α-optimal partition for
α = (13 ,

2
3). First from the equation:

2x = G(1− x) = 1− x+
1

6
(1 + 4x(1− x))

3
2 − 1

6

we obtain xα ≈ 0.433 where G is given by (5.8). Hence,

vα(µ⃗) =
xα
α1

≈ 0, 433

1/3
= 1, 299.

Finally we obtain the explicit form of the approximate α-optimal partition P α = {A1, A2},
where

A1 ≈ [0, 0.114) ∪ (0.681, 1], A2 ≈ [0.114, 0.681].

�
From now on to the end of this section we will considered partitioning of the closed unit
interval [0, 1]. One of the most interesting problem in fair division theory is to �nd a
minimal number of cuts needed to obtain a partition, which is optimal in some sense
(see e.g. [3, 5, 44]). In the case of α-optimal partition for two players this quantity can
be easily evaluated, because the form of the set Aα

2 (cf. (5.7)) depends on the number of
sign changes of the function f2(x) − yαf1(x), x ∈ [0, 1] (cf. Theorem 5.10). Legut and
Wilczy«ski [H1] presented the following:
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Proposition 5.12. Let α = (α1, α2) ∈ S2 and k ∈ N be �xed. Then there exist measures
µ1, µ

k
2 on {[0, 1],B} for which the minimal number of cuts needed to obtain the α-optimal

partition of [0, 1] equals 2k.

Determining the minimal number of cuts of [0, 1] for obtaining partitions P = {A1, A2}
satisfying optimality conditions may be expressed by determining the minimal number
of subintervals which union form A1 or A2. Legut [H4] considered some properties of
the range of nonatomic vector measure µ⃗ = (µ1, ..., µn) de�ned on measurable subsets
B of the unit interval [0, 1]. Denote by U(k) a collection of all sets being a union of at
most k pairwise disjoint subintervals of [0, 1]. Legut [H4] used a result of Stromquist and
Woodall [53] to prove the following

Theorem 5.13. If A,B ∈ U(k), k ∈ N, then

⟨µ⃗(A), µ⃗(B)⟩ ⊂ µ⃗ (U(2n+ 4k − 3)) .

By ⟨µ⃗(A), µ⃗(B)⟩ we denoted the closed line segment connecting points µ⃗(A) and µ⃗(B).
Legut [H4] used the above theorem for obtaining yet another proof of the Lyapunov con-
vexity theorem. In special cases the following proposition can be used in two-dimensional
case for estimating the number of cuts needed to obtain the α-optimal partitions:

Proposition 5.14. Assume that for some k ∈ N all extreme points of the range µ⃗(B)
are contained in µ⃗(U(k)). Then µ⃗ (B) = µ⃗(U(2n+ 4k − 3)).

As it was mentioned earlier (5.2) the set µ⃗(P) is the symmetric transformation of
the set µ⃗ (B). It follows from Proposition 5.14 that if extreme points of µ⃗(P) can be
constructed by partitions P = {A1, A2}, where one of the sets A1, A2 is a union of at
most k pairwise disjoint subintervals of [0, 1] then it is possible to �nd α-optimal partition
P α = {Aα

1 , A
α
2}, where one of the sets Aα

1 , A
α
2 is a union of at most 2n+4k− 3 pairwise

disjoint subintervals of [0, 1].

5.4 Methods of optimal partitioning of a measurable space for

measures de�ned by di�erent kinds of density functions

In this section we present methods of obtaining optimal partitions of the measurable space
{[0, 1),B} for arbitrary �nite number of measures {µi}ni=1 de�ned by di�erent kinds of
densities fi, i ∈ I:

• simple functions

• piecewise linear functions

• functions with piecewise strictly monotone likelihood ratio (SMLR) property
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5.4.1 Simple density functions

Assume that the measures {µi}ni=1 de�ned on {[0, 1),B} are given by simple functions,
i.e.

fi(x) =
m∑
j=1

hijI[aj ,aj+1)(x),

were {[aj, aj+1)}mj=1 is a partition of the interval [0, 1) such that

[0, 1) =
m∪
j=1

[aj, aj+1), a1 = 0, am+1 = 1, aj+1 > aj j = 1, 2, ...,m, (5.9)

and hij, i ∈ I, j = 1, ...,m, are nonnegative real numbers satisfying
∫ 1

0 fidx = 1 for
i ∈ I. For any natural number k ≥ n− 1 denote by P(k) the collection of all partitions
of the unit interval [0, 1) which are obtained by using at most k cuts.
Dall'Aglio et al [H2] proved the following

Theorem 5.15. Let α = (α1, . . . , αn) ∈ Sn. Then for the measures {µi}ni=1 there exists
an α-optimal partition P ∗ = {A∗

i}ni=1 ∈ P(mn− 1).

The proof of the above theorem is constructive and is based on linear programming.
Let z∗ and [x∗ij]n×m be a solution of the following linear programming (LP) problem:

max z (5.10)

subject to constraints

z =
1

αi

m∑
j=1

xijhij(aj+1 − aj), i = 1, 2, ..., n,

with respect to variables z, [xij]n×m satisfying the following conditions:

n∑
i=1

xij = 1, j = 1, 2, ...,m;

xij ≥ 0, for all i = 1, 2, ..., n, j = 1, 2, ...,m.

We construct a partition P = {A∗
i}ni=1 of the interval [0, 1) such that

µi(A
∗
i )

αi
= z∗ for i = 1, 2, ..., n.

For j = 1, 2, ...,m we can �nd subpartitions {[bji , b
(j)
i+1)}ni=1 of intervals [aj, aj+1) with

[aj, aj+1) =
n∪

i=1

[b
(j)
i , b

(j)
i+1),
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where b
(j)
i ∈ [aj, aj+1) are numbers satisfying the following conditions

b
(j)
i+1 − b

(j)
i

aj+1 − aj
= x∗ij, i = 1, 2, ..., n,

and b
(j)
1 = aj, b

(j)
n+1 = aj+1. If x

∗
ij = 0 for some i = 1, 2, ..., n then b

(j)
i+1 = b

(j)
i and we set

[b
(j)
i , b

(j)
i+1) = ∅ in this case. De�ne a partition P = {A∗

i}ni=1 by

A∗
i =

m∪
j=1

[b
(j)
i , b

(j)
i+1), i = 1, 2, ..., n.

Dall'Aglio et al [H2] proved that the above partition is the α-optimal and can be obtained
by using at most nm − 1 cuts of the unit interval [0, 1). Presented method can be
used for getting almost α-optimal partition for arbitrary density functions, which can
be approximated by simple functions. An example of this method was presented by
Dall'Aglio et al [H2].

5.4.2 Piecewise linear density functions

In this section we show how to obtain an equitable optimal partition for measures with
piecewise linear density functions. Let density functions fi : [0, 1) → R+, i ∈ I, be
de�ned as follows:

fi(x) =
m∑
j=1

(cijx+ dij)I[aj ,aj+1)(x),

∫ 1

0

fi(x) dx = 1, i ∈ I, (5.11)

where {[aj, aj+1)}mj=1 is a partition of the interval [0, 1) such that

[0, 1) =
m∪
j=1

[aj, aj+1), a1 = 0, am+1 = 1, aj+1 > aj j = 1, ...,m. (5.12)

We assume that

cijx+ dij ≥ 0 for all x ∈ [aj, aj+1), i ∈ I, j = 1, ...,m.

We consider nonatomic probability measures {µi}ni=1 given by

µi(A) =

∫
A

fidx, forA ∈ B, i ∈ I. (5.13)

Without loss of generality we consider only left side closed and right side open intervals
unless they are otherwise de�ned. Consider partitions of each interval [aj, aj+1),

j = 1, ...,m into n subintervals by cuts in points x
(j)
k , k = 1, ..., n − 1, j = 1, ...,m such

that

[aj, aj+1) =
n∪

k=1

[x
(j)
k−1, x

(j)
k ),
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where x
(j)
0 = aj, x

(j)
n = aj+1, x

(j)
k+1 ≥ x

(j)
k , k = 1, ..., n− 1, j = 1, ...,m.

If x
(j)
k−1 = x

(j)
k for some k = 1, ..., n we set [x

(j)
k−1, x

(j)
k ) = ∅.

For simplicity we will also denote Bkj := [x
(j)
k−1, x

(j)
k ), k = 1, ..., n, j = 1, ...,m.

Now we construct an assignment of each subintervals Bkj to each player i ∈ I.
Let pj, qj, j = 1, ...,m be integers satisfying 0 ≤ pj ≤ qj ≤ n and

#{i : i ∈ I, cij < 0} = pj,

#{i : i ∈ I, cij = 0} = qj − pj,

#{i : i ∈ I, cij > 0} = n− qj,

where by #A we denote the number of elements of a �nite set A.
For each interval [aj, aj+1), j = 1, ...,m, we de�ne permutations σj : I → I,
j = 1, ...,m satisfying the following conditions:

1. If pj > 0 we de�ne σj(k) ∈ {i : i ∈ I, cij < 0} for k = 1, ..., pj such that

dσj(k)j

cσj(k)j
≥

dσj(k+1)j

cσj(k+1)j
, k = 1, ..., pj − 1. (5.14)

2. If qj − pj > 0 we de�ne σj(k) ∈ {i : i ∈ I, cij = 0} for k = pj + 1, ..., qj such that

σj(k) ≤ σj(k + 1), k = pj + 1, ..., qj − 1. (5.15)

3. If n− qj > 0 we de�ne σj(k) ∈ {i : i ∈ I, cij > 0} for k = qj + 1, ..., n such that

dσj(k)j

cσj(k)j
≥

dσj(k+1)j

cσj(k+1)j
, k = qj + 1, ..., n− 1. (5.16)

Permutations σj, j = 1, ...,m, de�ne one-to-one assignment of the subintervals
Bij ⊂ [aj, aj+1), i ∈ I, j = 1, ...,m such that player i ∈ I receives subinterval Bσ−1

j (i)j.

Finally we obtain a partition {Bi}ni=1of the unit interval de�ned by

Bi =
m∪
j=1

Bσ−1
j (i)j, i ∈ I.

The following theorem proved by Legut [H3] presents an algorithm for obtaining an
equitable optimal fair division.

Theorem 5.16. Let a collection of numbers z∗, {x∗(j)k }, k = 1, ..., n − 1, j ∈ J, be a
solution of the following nonlinear programming (NLP) problem

max z (5.17)

subject to quadratic constraints

z =
m∑
j=1

µi(Bσ−1
j (i)j) =

m∑
j=1

∫
B

σ−1
j

(i)j

fidx, i = 1, ..., n,
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with respect to variables z, {x(j)k }, k = 1, ..., n − 1, j ∈ J, satisfying the following in-
equalities

0 = a1 ≤ x
(1)
1 ≤ ... ≤ x

(1)
n−1 ≤ a2, (5.18)

a2 ≤ x
(2)
1 ≤ ... ≤ x

(2)
n−1 ≤ a3,

...

am ≤ x
(m)
1 ≤ ... ≤ x

(m)
n−1 ≤ am+1 = 1.

Then the partition {A∗
i}ni=1 ∈ P of the unit interval [0, 1) de�ned by

A∗
i =

m∪
j=1

Aσ−1
j (i)j, i ∈ I, (5.19)

where
Aσ−1

j (i)j =
[
x
∗(j)
σ−1
j (i)−1

, x
∗(j)
σ−1
j (i)

)
, i ∈ I, (5.20)

and x
∗(j)
0 = aj, x

∗(j)
n = aj+1, j = 1, ...,m, is an equitable optimal fair division and v = z∗

is the optimal value.

The result of Theorem 5.15 is a special case of the above theorem for density functions
(5.11) with cij = 0 for all i, j ∈ I. As in case of simple density functions the method
presented in Theorem 5.16 can be applied for obtaining almost equitable optimal divisions
for arbitrary densities approximated by functions with piecewise linear property. Theorem
5.16 can be easily generalized for obtaining α-optimal partitions for any α ∈ Sn.
Legut [H3] presented an example illustrating the method given in Theorem 5.16:

Example 5.17. Consider problem of fair division for three players. Assume that each
player i = 1, 2, 3 estimates the measurable subsets of the unit interval [0, 1) using mea-
sures µi de�ned respectively by density functions

fi(x) =
3∑

j=1

(cijx+ dij)I[aj ,aj+1)(x), i = 1, 2, 3,

where the numbers cij and dij are elements of the matrices

[cij] =

 −2 1 −1
−1 1 1
−1

2 0 −2

 [dij] =


2 0 5

4

5
4

1
4

1
4

1
2

7
4

13
4

 ,

and a1 = 0, a2 =
1
2 , a3 =

3
4 , a4 = 1. Now we construct an optimal equitable division. For
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cij ̸= 0 de�ne new matrix [eij] with elements eij =
dij
cij

( the element e32 is not de�ned)

[eij] =


−1 0 −5

4

−5
4

1
4

1
4

−1 −13
8


Divide the players into three groups depending on the sign of cij separately on each in-
terval:
[0, 12) : {1, 2, 3}, {∅}, {∅} for cij < 0,

[12 ,
3
4) : {∅}, {3}, {1, 2} for cij = 0,

[34 , 1) : {1, 3}, {∅}, {2} for cij > 0.
Analysing the columns of the matrix [eij] we de�ne permutations σj : {1, 2, 3} →
{1, 2, 3}, j = 1, 2, 3, satisfying conditions (5.14), (5.15) and (5.16). Ranking players
according to the ratio eij in each of the three groups we obtain[
0,

1

2

)
:
d11
c11

=
d31
c31

>
d21
c21

and σ1(1) = 1, σ1(2) = 3, σ1(3) = 2,[
1

2
,
3

4

)
:
d22
c22

>
d12
c12

and σ2(1) = 3, σ2(2) = 2, σ2(3) = 1,[
3

4
, 1

)
:
d13
c13

>
d33
c33

and σ3(1) = 1, σ3(2) = 3, σ3(3) = 2.

Because of the equality
d11
c11

=
d31
c31

we can also alternatively de�ne σ1(1) = 2,

σ1(2) = 1, σ1(3) = 2. Permutations σj, j = 1, 2, 3, establish the assignment of subinter-

vals {[x(j)k−1, x
(j)
k )}3k=1, ( x

(j)
0 = aj, x

(j)
n = aj+1) to each player i = 1, 2, 3 such that

player i = 1 receives set B1 = [0, x
(1)
1 ) ∪ [x

(2)
2 , 34) ∪ [34 , x

(3)
1 ),

player i = 2 receives set B2 = [x
(1)
2 , 12) ∪ [x

(2)
1 , x

(2)
2 ) ∪ [x

(3)
2 , 1) and

player i = 3 receives set B3 = [x
(1)
1 , x

(1)
2 ) ∪ [12 , x

(2)
1 ) ∪ [x

(3)
1 , x

(3)
2 ).

Formulate the NLP problem (5.26) as follows

max z

subject to constraints

z =

∫ x
(1)
1

0

f1(x)dx+

∫ 3/4

x
(2)
2

f1(x)dx+

∫ x
(3)
1

3/4

f1(x)dx

= −3

8
+ 2x

(1)
1 − [x

(1)
1 ]2 − [x

(2)
2 ]2

2
+

5x
(3)
1

4
− [x

(3)
1 ]2

2
,

z =

∫ 1/2

x
(1)
2

f2(x)dx+

∫ x
(2)
2

x
(2)
1

f2(x)dx+

∫ 1

x
(3)
2

f2(x)dx
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=
5

4
− 5x

(1)
2

4
+

[x
(1)
2 ]2

2
− x

(2)
1

4
− [x

(2)
1 ]2

2
+

x
(2)
2

4
+

[x
(2)
2 ]2

2
− x

(3)
2

4
− [x

(3)
2 ]2

2
,

z =

∫ x
(1)
2

x
(1)
1

f3(x)dx+

∫ x
(2)
1

1/2

f3(x)dx+

∫ x
(3)
2

x
(3)
1

f3(x)dx

= −7

8
− x

(1)
1

2
+

[x
(1)
1 ]2

4
+

x
(1)
2

2
− [x

(1)
2 ]2

4
+

7x
(2)
1

4
− 13x

(3)
1

4
+ [x

(3)
1 ]2 +

13x
(3)
2

4
− [x

(3)
2 ]2,

with respect to the variables z, {x(j)k }, k = 1, 2, j = 1, 2, 3, and satisfying the inequalities

0 ≤ x
(1)
1 ≤ x

(1)
2 ≤ 1

2
≤ x

(2)
1 ≤ x

(2)
2 ≤ 3

4
≤ x

(3)
1 ≤ x

(3)
2 ≤ 1.

Using some software we get the following approximate solution

z ≈ 0.465276, x
(1)
1 = x

(1)
2 ≈ 0.26852, x

(2)
1 = x

(2)
2 = x

(3)
1 = 0.75 and x

(3)
2 ≈ 0.766019.

Hence the optimal value v ≈ 0.465276 and the optimal partition {B1, B2, B3} is given

by B1 = [0, x
(1)
1 ), B2 = [x

(1)
2 , 12) ∪ [x

(3)
2 , 1), B3 = [12 , x

(3)
2 ).

�

5.4.3 Density functions with piecewise strictly monotone likelihood ratio prop-

erty

In this section we present an algorithm for obtaining an equitable optimal fair division for
large class of density functions. Suppose we are given n nonatomic probability measures
µi, i ∈ I, de�ned on the measurable space {[0, 1),B}. We need the following

Assumption 5.18. The measures µi, i ∈ I, are absolutely continuous with respect to
the Lebesgue measure λ de�ned on {[0, 1),B} and additionally

supp(µi) = [0, 1), i ∈ I.

Let fi, i ∈ I, denote the Radon-Nikodym derivatives of the measures µi with respect to
the Lebesgue measure λ. De�ne absolutely continuous and strictly increasing functions
Fi : [0, 1] → [0, 1] by

Fi(t) =

∫
[0,t)

fi dλ, t ∈ [0, 1], i ∈ I. (5.21)

We need yet another crucial assumption.

Assumption 5.19. There exists a partition {[aj, aj+1)}mj=1 of the interval [0, 1), where
a1 = 0, am+1 = 1, such that the densities fi satisfy strictly monotone likelihood ratio
(SMLR) property on each interval [aj, aj+1), j ∈ J := {1, ...,m} , i.e. for any

i, k ∈ I, i ̸= k, the ratios
fi(x)

fk(x)
are strictly monotone on each interval [aj, aj+1).
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The following proposition could be helpful for some density functions fi, i ∈ I, to check
whether the Assumption 5.19 is satis�ed.

Proposition 5.20. If the density functions fi, i ∈ I, are di�erentiable and the set

Q := {x ∈ (0, 1) : f ′
i(x)fk(x) = fi(x)f

′
k(x), i, k ∈ I, i ̸= k} (5.22)

is �nite then Assumption 5.19 is satis�ed.

If the densities fi, i ∈ I, are polynomial functions of positive degree, the assumptions of
Proposition 5.20 and also Assumption 5.19 are obviously satis�ed. Consider the problem
of the equitable optimal fair division for two players with the following density functions

f1(x) = x sin 1
x + c, with the constant c satisfying

∫ 1

0 f1(x)dx = 1, and f2(x) = I[0,1)(x)
for x ∈ [0, 1). It is easy to verify, that in this case the set Q is in�nite.
For construction of the optimal partition we need the following:

Proposition 5.21. Suppose the densities fi satisfy Assumption 5.19. Then for any num-
bers θ1, θ2 satisfying aj ≤ θ1 < θ2 < aj+1, j ∈ J, and any i, k ∈ I, i ̸= k the one of the
two following inequalities

Fi(t)− Fi(θ1)

Fi(θ2)− Fi(θ1)
<

Fk(t)− Fk(θ1)

Fk(θ2)− Fk(θ1)
(5.23)

Fi(t)− Fi(θ1)

Fi(θ2)− Fi(θ1)
>

Fk(t)− Fk(θ1)

Fk(θ2)− Fk(θ1)
(5.24)

holds for each t ∈ (θ1, θ2).

The inequalities (5.23) and (5.24) mean that there is a strict relative convexity rela-
tionship between the functions Fi and Fk, i ̸= k, de�ned by (5.21). If the inequality
(5.23) holds, then Fi is strictly convex with respect to Fk . This property is equivalent to
the strict convexity of the composite function Fi ◦F−1

k on the interval (Fk(aj), Fk(aj+1))
(cf. [41]). It follows from a result of Shisha and Cargo [49] (Theorem 1) that Fi ◦ F−1

k is

strictly convex on (Fk(aj), Fk(aj+1)) if and only if the ratio
fi(x)

fk(x)
is strictly increasing

on (aj, aj+1). Hence the reverse implication in Proposition 5.21 is also true.
The relative convexity is one of many various generalizations of convexity started in

1931 by Jessen [23]. They were developed by Popoviciu [42] and Beckenbach [4] and
continued later by Karlin [25] especially for applications in approximation theory.
The relation of strict relative convexity induces on each interval (aj, aj+1) a strict

partial ordering of the functions Fi (cf. [41]). Let Fi ≺j Fk denote that Fi is strictly
convex with respect to Fk on (aj, aj+1). For each j ∈ J de�ne permutation σj : I → I,
such that

Fσj(k+1) ≺j Fσj(k),

for k = 1, ..., n− 1. Hence for all t ∈ (aj, aj+1) we have

Fσj(k+1)(t)− Fσj(k+1)(aj)

Fσj(k+1)(aj+1)− Fσj(k+1)(aj)
<

Fσj(k)(t)− Fσj(k)(aj)

Fσj(k)(aj+1)− Fσj(k)(aj)
. (5.25)
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The following theorem proved by Legut ([H5]) presents an algorithm for obtaining an
equitable optimal fair division for density functions satisfying Assumption 5.18 and 5.19:

Theorem 5.22. Let a collection of numbers z∗, {x∗(j)k }, k = 1, ..., n − 1, j ∈ J, be a
solution of the following nonlinear programming (NLP) problem

max z (5.26)

subject to constraints

z =
m∑
j=1

[
Fi(x

(j)
σj(i)

)− Fi(x
(j)
σj(i)−1)

]
i = 1, ..., n, (5.27)

with respect to variables z, {x(j)k }, k = 1, ..., n − 1, j ∈ J, satisfying the following in-
equalities

0 = a1 ≤ x
(1)
1 ≤ ... ≤ x

(1)
n−1 ≤ a2, (5.28)

a2 ≤ x
(2)
1 ≤ ... ≤ x

(2)
n−1 ≤ a3,

...

am ≤ x
(m)
1 ≤ ... ≤ x

(m)
n−1 ≤ am+1 = 1.

Then the partition {A∗
i}ni=1 ∈ P of the unit interval [0, 1) de�ned by

A∗
i =

m∪
j=1

[
x
∗(j)
σj(i)−1, x

∗(j)
σj(i)

)
, i ∈ I, (5.29)

where x
∗(j)
0 = aj, x

∗(j)
n = aj+1, j ∈ J, is an equitable optimal fair division for the mea-

sures µi, i ∈ I and v = z∗ is the optimal value.

If for some i ∈ I and j ∈ J, the equality x
∗(j)
σj(i)−1 = x

∗(j)
σj(i)

holds we set[
x
∗(j)
σj(i)−1, x

∗(j)
σj(i)

)
= ∅ in the union of intervals (5.29).

The following example presents the method described in the above theorem.

Example 5.23. Consider a problem of fair division for three players I = {1, 2, 3} es-
timating measurable subsets of the unit interval [0, 1) using measures µi, i = 1, 2, 3,
de�ned respectively by the following density functions

f1(x) = 12

(
x− 1

2

)2

, f2(x) = 2x, f3(x) = I[0,1)(x), x ∈ [0, 1).

We use the algorithm described in Theorem 5.22 to obtain an equitable optimal fair
division. First we need to divide the interval [0, 1) into some subintervals on which the
densities fi, i = 1, 2, 3, separably satisfy SMLR property. For this reason we �nd the set
Q de�ned by (5.22). It is easy to check that Q = {1

2} and hence by Proposition 5.21 the
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densities fi, i = 1, 2, 3, satisfy the SMLR property on intervals [0, 12) and [12 , 1). Denote

cumulative strictly increasing distribution functions by Fi(t) =
∫ t

0 fi(x) dx, i = 1, 2, 3.
Then we have

F1(t) = 4t3 − 6t2 + 3t, F2(t) = t2, F3(t) = t, t ∈ [0, 1).

Based on the inequalities (5.25) we establish the proper order of assignments of subin-
tervals of the intervals [0, 12) and [12 , 1) to each player as follows: we take midpoints {1

4}
and {3

4} of the two intervals and verify that

F1(1/4)− F1(0)

F1(
1
2)− F1(0)

>
F3(1/4)− F3(0)

F3(
1
2)− F3(0)

>
F2(1/4)− F2(0)

F2(
1
2)− F2(0)

,

and
F3(3/4)− F3(0)

F3(1)− F3(
1
2)

>
F2(3/4)− F2(0)

F2(1)− F2(
1
2)

>
F1(3/4)− F1(0)

F1(1)− F1(
1
2)

.

Hence, we obtain permutations

σ1 =

(
1 2 3
1 3 2

)
and σ2 =

(
1 2 3
3 2 1

)
.

Now we are ready to formulate an NLP problem as in Theorem 5.22:

max z

subject to constraints

z = F1(x
(1)
1 )− F1(0) + F1(1)− F1(x

(2)
2 ),

z = F2(
1
2)− F2(x

(2)
1 ) + F2(x

(2)
2 )− F2(x

(1)
2 ),

z = F3(x
(2)
1 )− F3(x

(1)
1 ) + F3(x

(1)
2 )− F3(

1
2),

with respect to the variables z, {x(j)k } k = 1, 2, j = 1, 2, satisfying the following inequal-
ities

0 ≤ x
(1)
1 ≤ x

(2)
1 ≤ 1

2 ≤ x
(1)
2 ≤ x

(2)
2 ≤ 1.

Solving the above NLP problem we obtain

z∗ ≈ 0.4843, x
∗(1)
1 ≈ 0.1426, x

∗(2)
1 = a2 = 0.5, x

∗(1)
2 ≈ 0.6269, x

∗(2)
2 ≈ 0.9367.

Hence, we get the equitable optimal fair division {A∗
i}3i=1 ∈ P of the unit interval [0, 1),

where

A∗
1 = [0, x

∗(1)
1 ) ∪ [x

∗(2)
2 , 1), A∗

2 = [x
∗(2)
2 , x

∗(1)
2 ) and A∗

3 = [x
∗(1)
2 , x

∗(1)
1 ).

The optimal value v = z∗ ≈ 0.4843.
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�
Legut [H5] used the method presented in Theorem 5.22 for obtaining also equitable ε-
optimal divisions in case where the set Q de�ned by (5.22) is countably in�nite. The
de�nition of an equitable ε-optimal division is given below.

De�nition 5.24. A partition P ε = {Aε
i}

n
i=1 ∈ P is said to be an equitable ε-optimal

fair division if for all i ∈ I
µi(A

ε
i ) > v − ε,

where v is the optimal value.

5.5 A metod of obtaining an approximate solution of an exact

fair division problem

In this section we consider a di�erent kind of optimality. We mean the optimality in
the sense of fair division theory. We present an algorithm of obtaining an approximate
solution of an exact fair division which is at the same time proportional, envy-free and
equitable (see De�nition 5.5). The existence of exact fair divisions can be immediately
derived from a theorem of Hobby and Rice [22] generalized by Alon [1]:

Theorem 5.25. Let µ1, ..., µn be non-atomic measures de�ned on measurable subsets of
the unit interval [0, 1]. Then it is possible to cut the interval in (m − 1)n places and
partition the (m − 1)n + 1 resulting subintervals into m families F1, ...,Fm such that
µi(∪Fj) =

1
m for all i = 1, ..., n and j = 1, ...,m. The number (m− 1)n is best possible.

By ∪Fj we denote the union of all subintervals belonging to the family Fj.
Unfortunately, it is not easy to use Theorem 5.25 directly for obtaining exact divisions.
We need to �nd n(n − 1) unknown numbers solving equations systems for all possible
con�gurations of the families F1, ...,Fn with constrains µi(∪Fj) = 1

n , i, j = 1, ..., n.
Therefore, Legut [H6] proposed an iterative algorithm for obtaining approximate solution
of this problem.
Let F1, ...,Fm be the families satisfying Theorem 5.25. Hence

∑
j∈I |Fj| ≤ (m−1)n+1,

where |Fj| denote the number of subintervals belonging to the family Fj, j ∈ I. Let

qn(m) =
⌊
(m−1)n+1

m

⌋
, m = 2, ..., n, where ” ⌊x⌋ ” denotes the greatest integer less than

or equal to x. It is easy to check, that

min
j

|Fj| ≤ qn(m). (5.30)

Let Fi : [0, 1] → [0, 1] be continuous and nondecreasing functions de�ned by Fi(t) =
µi([0, t)), t ∈ [0, 1], i ∈ I. We construct an approximate exact fair division P = {Ai}ni=1
in n− 1 steps starting from m = n backwards down to m = 2.
Step 1. (m = n)
Since qn(n) = n − 1 we consider two �nite sequences of 2(n − 1) numbers {xk} and
{yk}, k = 1, ..., n− 1, satisfying

0 ≤ xk ≤ yk ≤ 1, for all k = 1, ..., n− 1, (5.31)
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yk < xk+1 for all k = 1, ..., n− 2 and (5.32)
n−1∑
k=1

[Fi(yk)− Fi(xk)] =
n−1∑
k=1

µi([xk, yk)) =
1

n
, i = 1, ..., n. (5.33)

It follows from Theorem 5.25 and (5.30) that the system (5.33) of n equations has
at least one solution with respect to the variables xk, yk, k = 1, ..., n − 1. Denote by

{x(1)l }, {y(1)l }, l = 1, ..., n − 1 a solution of the equation system (5.33) satisfying (5.31)

and (5.32). Let 1 ≤ r1 ≤ n−1 denote the number of pairs (x
(1)
l , y

(1)
l ) satisfying x

(1)
l < y

(1)
l .

Denote
lk = min{l : l > lk−1, x

(1)
l < y

(1)
l }, k = 1, ..., r1,

where l0 = 0. De�ne a
(1)
k = x

(1)
lk
, b

(1)
k = y

(1)
lk

and

A1 =

r1∪
k=1

[a
(1)
k , b

(1)
k ).

It follows from (5.33) that µi(A1) = 1/n, for all i ∈ I. We have found the �rst set
belonging to the exact fair division P = {Ai}ni=1.
Step 2. (m = n− 1)

Let {u(1)k }, {w(1)
k }, k = 1, ..., s1, be sequences of numbers satisfying

0 ≤ u
(1)
k < w

(1)
k ≤ 1,

w
(1)
k < u

(1)
k+1 for all k = 1, ..., s1 − 1,

such that

C1 = [0, 1] \ A1 =

s1∪
k=1

[u
(1)
k , w

(1)
k ).

It can be veri�ed that r1 − 1 ≤ s1 ≤ r1 + 1.

In case of a
(1)
1 > 0 and b

(1)
r1 < 1 we have s1 = r1 + 1 and

u
(1)
1 = 0, w

(1)
1 = a

(1)
1 , u(1)r1

= b(1)r1
, w(1)

r1
= 1,

u
(1)
k = b

(1)
k , w

(1)
k = a

(1)
k+1, for k = 2, ..., r1 − 1.

De�ne a �nite sequence of numbers 0 = e
(1)
0 < e

(1)
1 < ... < e

(1)
s1−1 < e

(1)
s1 = 1 satisfying

e
(1)
k =

1

1− λ(A1)

k∑
j=0

(w
(1)
j − u

(1)
j ), k = 1, ..., s1 − 1,

where λ denote the Lebesgue measure de�ned on {[0, 1],B}.
Let g1 : C1 → [0, 1] be the one-to-one correspondence such that

if x ∈ [u
(1)
k , w

(1)
k ) then g1(x) = e

(1)
k−1 +

x− u
(1)
k

1− λ(A1)
, k = 1, ..., s1.
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De�ne for i ∈ I continuous and nondecreasing functions F
(1)
i : [0, 1] → [0, 1] by

F
(1)
i (t) =

n

n− 1

(
Fi(g

−1
1 (t))− µi(A1 ∩ [0, t))

)
. (5.34)

Let µ
(1)
1 , ..., µ

(1)
n be non-atomic probability measures de�ned on measurable subsets of

the unit interval [0, 1] generated by functions F
(1)
i i.e. for any 0 ≤ x ≤ y ≤ 1 we set

µ
(1)
i ([x, y)) = F

(1)
i (y) − F

(1)
i (x). Now we apply Theorem 5.25 for measures µ

(1)
1 , ..., µ

(1)
n

and m = n−1. There exist families F (1)
1 , ...,F (1)

n−1 such that µi(∪F (1)
j ) = 1

n−1 for all i ∈ I
and j = 1, ..., n− 1. It follows from Theorem 5.25 and (5.30) that there exists a solution

{x(2)l }, {y(2)l }, l = 1, ..., qn(n− 1), of the equation system

qn(n−1)∑
k=1

[F
(1)
i (yk)− F

(1)
i (xk)] =

qn(n−1)∑
k=1

µ
(1)
i ([xk, yk)) =

1

n− 1
, (5.35)

for i ∈ I with respect to variables xk, yk, k = 1, ..., qn(n− 1), satisfying

0 ≤ xk ≤ yk ≤ 1, for all k = 1, ..., qn(n− 1) and

yk < xk+1 for all k = 1, ..., qn(n− 1)− 1.

Let 1 ≤ h1 ≤ qn(n − 1) denote the number of pairs (x
(2)
l , y

(2)
l ) satisfying x

(2)
l < y

(2)
l .

Denote
lk = min{l : l > lk−1, x

(2)
l < y

(2)
l }, k = 1, ..., h1,

where l0 = 0. De�ne c
(1)
k = x

(2)
lk
, d

(1)
k = y

(2)
lk

and

B1 =

h1∪
k=1

[c
(1)
k , d

(1)
k ) ⊂ [0, 1].

It follows from (5.35) that µ
(1)
i (B1) =

1
n−1 for all i ∈ I. Denote A2 = g−1

1 (B1). Since g1
is the piecewise linear function then A2 is a union of intervals and is given by

A2 =

r2∪
k=1

[a
(2)
k , b

(2)
k ) ⊂ C1,

for some numbers 0 ≤ a
(2)
k < b

(2)
k ≤ 1, with r2 = h1 + z1, where z1 is the number of

points {e(1)k }, k = 1, ..., s1 − 1, belonging to
∪h1

k=1(c
(1)
k , d

(1)
k ). It is easy to see that if for

some k0
s1−1∪
k=1

{e(1)k } ∩ (c
(1)
k0
, d

(1)
k0
) = ∅,
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then g−1
1 ((c

(1)
k0
, d

(1)
k0
)) is a single interval. Suppose now that

s1−1∪
k=1

{e(1)k } ∩ (c
(1)
k0
, d

(1)
k0
) = {e(1)k1

, ..., e
(1)
kp
}, where 1 ≤ p ≤ s1 − 1.

In this case g−1
1 ((c

(1)
k0
, d

(1)
k0
)) consists of p+ 1 subintervals.

It can be calculated that

µi(A2) =
1

n
for all i ∈ I.

If n > 3 we proceed with the next steps in similar way.
Step 3. (m = n− 2)

Let {u(2)k }, {w(2)
k }, k = 1, ..., s2, be sequences of numbers satisfying

0 ≤ u
(2)
k < w

(2)
k ≤ 1,

w
(2)
k < u

(2)
k+1 for all k = 1, ..., s2 − 1,

such that

C2 = [0, 1] \ (A1 ∪ A2) =

s2∪
k=1

[u
(2)
k , w

(2)
k ).

It can be veri�ed that s2 ≤ 2h1. In case of

s1−1∪
k=1

{e(1)k } ∩
h1∪
k=1

(c
(1)
k , d

(1)
k ) = ∅,

we have s2 = 2h1.

De�ne a �nite sequence of numbers 0 = e
(2)
0 < e

(2)
1 < ... < e

(2)
s2−1 < e

(2)
s2 = 1 satisfying

e
(2)
k =

1

1− λ(A1 ∪ A2)

k∑
j=0

(w
(2)
j − u

(2)
j ), k = 1, ..., s2 − 1,

Let g2 : C2 → [0, 1] be the one-to-one correspondence such that

if x ∈ [u
(2)
k , w

(2)
k ) then g2(x) = e

(2)
k−1 +

x− u
(2)
k

1− λ(A1 ∪ A2)
, k = 1, ..., s2.

De�ne for i ∈ I continuous and non-decreasing functions F
(2)
i : [0, 1] → [0, 1] by

F
(2)
i (t) =

n

n− 2

(
Fi(g

−1
2 (t))− µi((A1 ∪ A2) ∩ [0, t))

)
.

Let µ
(2)
1 , ..., µ

(2)
n be non-atomic probability measures de�ned on measurable subsets of

the unit interval [0, 1] generated by functions F
(2)
i . It follows from Theorem 5.25 applied
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for measures µ
(2)
2 , ..., µ

(2)
n and m = n − 2 that there exist families F (2)

1 , ...,F (2)
n−2 such

that µi(∪F (2)
j ) = 1

n−2 for all i ∈ I and j = 1, ..., n − 2. Then there exists a solution

{x(3)l }, {y(3)l }, l = 1, ..., qn(n− 2), of the equation system

qn(n−2)∑
k=1

[F
(2)
i (yk)− F

(2)
i (xk)] =

qn(n−2)∑
k=1

µ
(2)
i ([xk, yk)) =

1

n− 2
, (5.36)

for i ∈ I with respect to variables xk, yk, k = 1, ..., qn(n− 2), satisfying

0 ≤ xk ≤ yk ≤ 1, for all k = 1, ..., qn(n− 2) and

yk < xk+1 for all k = 1, ..., qn(n− 2)− 1.

Let 1 ≤ h2 ≤ qn(n − 2) denote the number of pairs (x
(3)
l , y

(3)
l ) satisfying x

(3)
l < y

(3)
l .

Denote
lk = min{l : l > lk−1, x

(2)
l < y

(2)
l }, k = 1, ..., h2,

where l0 = 0. De�ne c
(2)
k = x

(3)
lk
, d

(2)
k = y

(3)
lk

and

B2 =

h2∪
k=1

[c
(2)
k , d

(2)
k ) ⊂ [0, 1].

Hence we have µ
(2)
i (B2) =

1
n−2 for all i ∈ I. Denote

A3 = g−1
2 (B2) =

r3∪
k=1

[a
(3)
k , b

(3)
k ) ⊂ X2,

for some numbers 0 ≤ a
(3)
k < b

(3)
k ≤ 1, with r3 = h2+ z2 where z2 is the number of points

{e(2)k }, k = 1, ..., s2 − 1, belonging to
∪h2

k=1(c
(2)
k , d

(2)
k ).

It can be veri�ed that

µi(A3) =
1

n
for all i ∈ I.

Finally in step n− 1 for m = 2 we obtain a set An−1 with µi(An−1) =
1
n for all i ∈ I.

The last set An we get by An = [0, 1] \
∪n−1

j=1 Aj.
If the non-atomic measures µi, i ∈ I, are de�ned by densities fi being simple functions

then the equation systems (5.33), (5.35) and (5.36) are linear and we can obtain accurate
solutions. Unfortunately for arbitrary density functions using numerical methods we can
obtain only approximate solutions of the problem of exact division of a cake. Moreover,
it is not even possible to estimate the error of approximate computation of the equation
systems (5.33), (5.35) and (5.36).
Legut [H6] presented the following example of obtaining approximate solution of exact
fair division problem for three players.
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Example 5.26. Assume that three players estimate measurable subsets of [0, 1] with
measures µi, i = 1, 2, 3, de�ned by

µ1([0, t)) = F1(t) = t,

µ2([0, t)) = F2(t) = t2,

µ3([0, t)) = F3(t) =
√
t,

for t ∈ [0, 1]. To �nd an exact fair division we need to proceed with two steps.
Step 1.
It follows from Theorem 5.25 that there exists three families Fj, j = 1, 2, 3 of subin-
tervals, such that µi(∪Fj) = 1

3 and
∑

j |Fj| ≤ 7. Then minj |Fj| ≤ 2. Consider the
following equation system for variables
0 ≤ x1 ≤ y1 < x2 ≤ y2 ≤ 1

F1(y1)− F1(x1) + F1(y2)− F1(x2) = y1 − x1 + y2 − x2 =
1
3 ,

F2(y1)− F2(x1) + F2(y2)− F2(x2) = y21 − x21 + y22 − x22 =
1
3 ,

F3(y1)− F3(x1) + F3(y2)− F3(x2) =
√
y1 −

√
x1 +

√
y2 −

√
x2 =

1
3 .

Solving the above non-linear equation system we obtain an approximate solution:{
x1 = a1 = 0, y1 = b1 ≈ 0.011394
x2 = a2 ≈ 0.356524, y2 = b2 ≈ 0.678463.

Let
A1 = [0, b1) ∪ [a2, b2). (5.37)

Hence we have µi(A1) ≈ 1
3 for all i = 1, 2, 3.

Step 2.
Now we construct the remaining sets A2 and A3. The �rst measure µ1 is the Lebesgue
measure, then λ(A1) = µ1(A1) ≈ 1

3 . Denote

C1 = [0, 1] \ A1 = [u1, w1) ∪ [u2, w2] = [u1, w1) ∪ [u2, 1],

where u1 = b1, w1 = a2, u2 = b2, w2 = 1. De�ne numbers 0 = e0 < e1 < e2 = 1 where

e1 =
3

2
(w1 − u1) ≈ 0.517695.

De�ne a function g : C1 → [0, 1] by

g(x) =

{
3
2(x− u1) if x ∈ [u1, w1),
e1 +

3
2(x− u2) if x ∈ [u2, 1].

Hence

g−1(t) =


2
3t+ u1 if t ∈ [0, e1),

2
3(t− e1) + u2 if t ∈ [e1, 1].
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Using (5.34) we construct continuous and nondecreasing functions

F
(1)
i : [0, 1] → [0, 1], i = 1, 2, 3 by

F
(1)
1 (t) = t, for t ∈ [0, 1],

F
(1)
2 (t) =


2
3t

2 + 2tu1 if t ∈ [0, e1),

2
3(t− e1)

2 + 2(t− e1)u2 +
3
2(w

2
1 − u21) if t ∈ [e1, 1].

F
(1)
3 (t) =


3
2

(√
2
3t+ u1 −

√
u1

)
if t ∈ [0, e1),

3
2

(√
2
3(t− e1) + u2 −

√
u1 −

√
u2 +

√
w1

)
if t ∈ [e1, 1].

Denote by νi, i = 1, 2, 3, nonatomic probability measures de�ned on [0, 1] generated by

functions F
(1)
i respectively. Since q3(2) = 2 we can cut the interval [0, 1] in 3 places to

obtain two families F (1)
j , j = 1, 2, such that νi(∪F (1)

j ) = 1
2 for all i = 1, 2, 3. Consider

the following equation system for variables 0 ≤ y
(1)
1 < x

(1)
2 ≤ y

(1)
2 ≤ 1

F
(1)
i (y

(1)
1 ) + F

(1)
i (y

(1)
2 )− F

(1)
i (x

(1)
2 ) =

1

2
, i = 1, 2, 3. (5.38)

Solving the equation system (5.38) we get an approximate solution
d
(1)
1 = y

(1)
1 ≈ 0.0617,

c
(1)
2 = x

(1)
2 ≈ 0.333082,

d
(1)
2 = y

(1)
2 ≈ 0.771382.

(5.39)

In this case we have c
(1)
1 = 0. Denote B1 = [0, d

(1)
1 ) ∪ [c

(1)
2 , d

(1)
2 ). It follows from (5.38)

and (5.39) that

νi(B1) ≈
1

2
for all i = 1, 2, 3.

Let A2 = g−1(B1). It can be veri�ed that

µi(A2) ≈
1

3
, for all i = 1, 2, 3.

Finally we obtain the approximate solution given by A1 ≈ [0, 0.011394) ∪ [0.356524, 0.678463),
A2 ≈ [0.011394, 0.056060) ∪ [0.233449, 0.356524) ∪ [0.678463, 0.847588)
A3 ≈ [0.056060, 0.233449) ∪ [0.847588, 1].

�
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6 Discussion of other scienti�c achievements

Besides this postdoctoral dissertation, my scienti�c achievements were presented in the
following articles:
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International Journal of Game Theory, 15, 1-7.

D2. Legut J. (1985): "The Problem of Fair Division for Countably Many Participants",
J. Math. Anal. Appl., 109, 83-89.

D3. Legut J. (1987): "A Game of Fair Division with a Continuum of Players". Colloquium
Mathematicum, vol LIII, 323-331.

D4. Legut J. (1988): "A Game of Fair Division in Normal Form", Colloquium Mathe-
maticum, vol LVI, 179-184.

D5. Legut J. (1988): "Inequalities for α-optimal partitioning of a measurable space",
Proc. of the American Math. Soc. vol. 104, No. 3, 1249-1251.

D6. Legut J. and Wilczy«ski M. (1988): "Optimal Partitioning of a Measurable Space",
Proc. of the American Math. Soc. vol. 104, 262-264.

D7. Legut J. (1990): "On Totally Balanced Games Arising from Cooperation in Fair
Division", Games and Economic Behavior, 2, 47-60.

D8. Legut J. and Wilczy«ski M. (1990): "Optimal partitioning of a Measurable Space
into Countably Many Sets", Probability Theory and Related Fields 86, 551-558.

D9. Legut J., Potters J.A.M. and Tijs S.H. (1994): "Economies with Land - A Game
Theoretical Approach", Games and Economic Behavior vol. 6, Issue 3, 416-430.

D10. Legut J., Potters J.A.M. and Tijs S.H. (1995): "A transfer Property of Equilibrium
Payo�s in Economies with Land", Games and Economic Behavior vol. 10, Issue 2,
355-375.

D11. Jó¹wiak I. and Legut J. (1991): "Decision Rule for an Exponential Reliability Func-
tion" Microelectron. Reliab. vol. 31. 71-73.

The �rst four papers [D1]-[D4] deal with game theoretical approaches to the fair division
problem and were the base of my doctor thesis.
Most of my results presented in the above articles were mentioned in a popular book
entitled "Fair division-from cake-cutting to dispute resolution" which was written by
Brams and Taylor [6]. In paper [D5] for the �rst time in the theory of fair division I
introduced a notion of α-optimal partitions which generalizes the notion of equitable
optimal partitions. For these partitions I de�ned an α-optimal value for which I found
better estimation than it was obtained by Elton et. al. [19]. Moreover, this estimation
was achieved using simple geometrical method. This method were used later by other
authors for improving my estimation (cf. [11], [13], [14], [15], [45],).
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One of my most signi�cant scienti�c result was achieved together with Wilczy«ski and
was presented in paper [D6]. We used a minmax theorem of Sion (see [2]) to give the form
of α-optimal partitions. This result was later very helpful for �nding algorithms of opti-
mal partitioning of measurable spaces (cf. [H2], [H3], [H5],[H7]) and was also discussed
by other authors analysing the α-optimal partitions (cf. [11], [14], [15], [45]).
In paper [D7] I proposed a method of analysing a secondary division of an object X using
the theory of cooperative games. In this method players form coalitions to improve the
initial partition and then a cooperative game is de�ned. It turned out that these games
are totally balanced and then have nonempty core. A method of obtaining an imputation
from this core is found. A characterization and some properties of such class of games are
presented. This results were considered in the literature of fair division and cooperative
games theory (cf. [9], [10], [12], [13]).
In paper [D8] a notion of an optimal partition of a measurable space into countably many
sets according to given nonatomic measures is de�ned. The existence of such partition
is proved. Bounds for the optimal value are given and the set of optimal partitions is
characterized. Finally, an example related to statistical decision theory is presented.
In paper [D9] a cooperative game vE associated with an economy with land E (an econ-
omy of Debreu-type in which land is the unique commodity) is de�ned. The set of all
TU-games of type vE is investigated and the set of equilibrium payo�s (in the TU-sense)
of the economy E is described as a subset of the core of vE. The authors proved that
equilibrium payo�s can be extended to population monotonic allocation schemes in the
sense of Sprumont. The results of this article were mentioned in other papers (cf. [14],
[15], [43], [46], [47])
Paper [D10] deals with an exchange economy of Debreu type with only one commodity
(land). The authors investigate NTU-games connected to these kinds of economies. The
main result of this paper is that equilibrium payo�s is the NTU-model are connected to
equilibrium payo� in the TU-model considered in [D9] by b-transfer - a concept intro-
duced by Shapley [48].
The main result of the paper [D6] was used to obtain a minimax decision rule for the
exponential reliability function. This result was presented in article [D11]. The authors
gave an example which was solved using computer algorithm.
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